compared with compensation measuring techniques in physics. This way unimportant information will be eliminated while the significance of the information in question will be essentially improved. Additionally this method seems not to be sensitive to systematic errors, since both data sets are affected in the "same way. The great advantage of the $\delta$ synthesis will be clearly seen in the case of more complex crystal structures than galenobismutite.

For a quantitative application in the case of occupancy deficiency and/or mixed occupancy a better knowledge of the anomalous-dispersion correction terms is necessary. Close to the absorption edges, the theoretical data according to Cromer \& Liberman (1981) and Cromer (1983) are obviously incorrect, since these values do not take into account the complicated near-edge structure.

Since the distinction of lead and bismuth is an extreme example considering the small percentage difference of the atomic scattering powers, the results may be generalized for every combination of elements with similar scattering power.

The general applicability of the $\delta$ synthesis will be restricted by the limited wavelength range of the monochromators ( $0 \cdot 3-2 \cdot 2 \AA$ ). As a result, the $\delta$ synthesis can be applied for elements with an atomic number of $Z>22$. The method can be extended to elements with a lower atomic number by use of vacuum techniques, which reduce significantly the absorption of soft X-rays by air. In this way measurements up to $\lambda \simeq 7 \AA$ are possible (e.g. $Z_{\mathrm{si}}=13 \Rightarrow \lambda_{K}=$ $6.7 \AA$ ). However, the volume of the Ewald sphere decreases proportionally and the interpretation of the $\delta$ map may fail because only a small number of data is available. In the case of a typical orthorhombic silicate structure with lattice constants of $\sim 10 \times 10 \times$ $10 \AA$, only 12 unique reflections can be measured in the range of $2 \theta=110^{\circ}$. Additionally, the resolution of the electron density map will be too low ( $d_{\text {min }} \geq$ $4.09 \AA$ ).

Nevertheless, even under the 'standard' experimental conditions a wide range of elements is covered by the $\delta$ synthesis. So this method can be applied advantageously in the scientific field of systematic structure analysis.

The author is greatly indebted to Professor Dr V. Kupčik, who initiated the present investigation, for numerous valuable discussions. Special gratitude is owed to Dipl.Min. M. Wendschuh-Josties for computational and experimental support. Thanks are also due to Professor Dr K. Bente for kindly providing the synthetic sample of galenobismutite and Professor Dr P. Süsse for reading the manuscript. The computations were carried out at the facilities of the Gesellschaft für wissenschaftliche Datenverarbeitung (GWDG) in Göttingen. This work was supported by a grant of the Bundesminister für Forschung und Technologie (BMFT) under contract no. 05 320IA B8.
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#### Abstract

The construction of a Karle-Hauptman matrix or a series of these matrices, suitable for the $a b$ initio determination of phases, is presented. An algorithm


is proposed which is suggested by graph theory. Maximization of the determinant of KarleHauptman matrices, constructed using the new algorithm, as a function of the phases yields phase sets with very low errors compared with earlier results.

## Introduction

In two preceding papers, describing the work on Karle-Hauptman matrices of our group, a set of routines has been introduced, enabling the use of Karle-Hauptman matrices for the determination of intractable small structures (Vermin \& de Graaff, 1978; de Graaff \& Vermin, 1982). Essentially, construction of suitably enlarged starting sets of between 20 and 30 reflections proved to be automatic. The phases could be refined to an average phase error of approximately $25^{\circ}$ for all five problem structures tested. However, extension of these sets of phases to a set large enough to permit the calculation of $E$ maps proved to be not automatic at all. In three of the structures extension via the tangent refinement, using FASTAN from the MULTAN system, produced at least a partial solution. The fourth failed in this way, but was finally solved using the multi-matrix method - the concurrent maximization of a number of interdependent determinants - proposed by de Graaff \& Vermin (1982), while the fifth test structure resisted all attempts at phase extension.

The problematic extension of fairly large starting sets, which are more or less correctly phased, prompted an investigation into the possibilities of doing away with tangent refinement completely and using Karle-Hauptman matrices to find a starting set and to extend it as well. In order to optimize the multi-matrix method it was decided to try two possible lines of investigation:
(1) to improve the quality of the matrices used;
(2) to design an algorithm to find one common origin for the phase sets obtained from different independent matrices.

A first successful attempt was the solution of the fourth test structure mentioned above.

The current paper deals with point 1 and describes an alternative algorithm for the construction of KarleHauptman (henceforth KH) matrices. The second point will be discussed at a later date.

A few definitions are first given and then the new algorithm is described in some detail. In the final paragraph various aspects of the starting sets obtained will be compared with earlier results.

The relationship between the properties of the matrix - number of strong reflections, number of symmetry relations versus the number of independent phases, average $|E|$ value, number of unobserved reflections - and the size of the phase error in the starting sets will be commented upon.

## Definitions

The following abbreviations and notations will be used throughout this paper:
A the KH matrix with elements $E(\mathbf{H})$
$m$ the order of A
$B$ the inverse of $A$
$a_{i j}$ an element of $\mathrm{A}(i, j=1,2, \ldots, m)$
$\alpha_{i j}$ the phase of $a_{i j}(i, j=1,2, \ldots, m)$
$b_{i j}$ an element of $\mathrm{B}(i, j=1,2, \ldots, m)$
$\beta_{i j}$ the phase of $b_{i j}(i, j=1,2, \ldots, m)$
$n$ the number of independent reflections in $A$
$\mathbf{H}_{i j}$ the reciprocal-lattice vector associated with $a_{i j}$
$N$ the number of atoms in the unit cell.

## Construction of the KH matrix

The reciprocal-lattice vector $\mathbf{H}_{i j}$ of KH matrix element $a_{i j}$ is defined as $\mathbf{H}_{i j}=\mathbf{H}_{1 j}-\mathbf{H}_{1 i}$. In view of this relation, a KH matrix of order $m$ is defined (Karle \& Hauptman, 1950) by a top row of $m-1$ non-identical reflections [element $a_{i i}$ is by definition $E(000)$ ]. This poses the question: which set of top-row reflections defines a KH matrix of optimum properties?

In terms of mathematical graph theory, a KH matrix may be regarded as a graph formed by the top-row elements. The branches of the graph linking all possible pairs of top-row elements are identical to KH matrix elements lower in the matrix. Reformulating the above question in terms of graph theory: Does a graph exist (formed by top-row elements) where all branches are reflections of the desired type (e.g. all branches are strong reflections)?

In the past (Taylor, Woolfson \& Main, 1978), several attempts have been made to build matrices with high average $|E|$ values. Among other criteria this is one of the most important conditions for successful maximization of the determinant. Other criteria for the quality of a KH matrix are considered to be: the number of independent phases, the number of unobserved reflections and the distribution of the reflections over the parity groups (Main, 1975).

Two main approaches to the problem of construction can be distinguished: Building a very large matrix and chipping the best possible block from it or starting from a matrix of the desired order and optimizing iteratively. Formulating the problem in terms of graph theory leads directly to a method which combines both ideas. In a topological matrix representing the graph formed by a given set of top-row elements reflections - each element corresponds to an element of a KH matrix. Replacement of the value of the elements in the topological matrix, normally either zero or one, by a value related to the $|E|$ value of the reflections leads to a modified topological matrix. The top row maximizing the sum of the elements of this matrix (henceforth the quality matrix) is considered to be the top row yielding the best KH matrix. This idea is the basis for the new algorithm in which one tries to find the best top row from a large quality matrix.

The algorithm consists of the following steps:
(1) A large quality matrix (order $500-1000$ ) is constructed from a top row chosen from all large $|E(\mathbf{H})|$ 's including symmetry-related reflections. Only
strong reflections are used in the top row with a reciprocal vector of length smaller than a given maximum, avoiding the generation of reflections outside the sphere of measurement in the rest of the KH matrix and stimulating the number of symmetrydependent reflections in the resulting matrix.
(2) Rows (and corresponding columns) are sorted in descending order based on criteria involving the $|E|$ values of the reflections appearing in the matrix. Criteria based on the maximum values of $\left.\left.\langle | E\right|^{2}\right\rangle$, $\left.\left\langle\|\left. E\right|^{2}-1 \mid\right\rangle,\left.\langle | E\right|^{3}\right\rangle$ and $\left\langle\|\left. E\right|^{3}-1 \mid\right\rangle$ give satisfactory results.
(3) A block inside the quality matrix constructed from the first $m-1$ top-row elements (situated in the upper left-hand corner) is optimized iteratively by swapping rows (and columns) for ones further down in the quality matrix. Exchange occurs between the worst row in the block and the best row outside the block, until further improvement is impossible. During this optimization, elements inside the chosen block of order $m-1$ are compared with only those elements outside the block which enter the block by swapping. The order of the KH matrix desired ( $m$ ) determines directly the course of the construction process. The value of $m$ is chosen between $N / 2$ and N/3 (Heinerman, Kroon \& Krabbendam, 1979).
(4) Step 3 may be repeated for blocks constructed from top-row elements $m+1, m+2, \ldots, 2 m ; 2 m+1$, $2 m+2, \ldots, 3 m$ etc. Top-row elements from matrices previously optimized are not used again.
(5) From the collection of optimized blocks of order $m-1$ the block with the largest sum of elements is accepted as the most suitable one. In the selection of this block the same criterion is used as in steps (2) and (3). This block is moved to the upper left-hand corner of the quality matrix and is optimized again, now using top-row elements from other optimized blocks as well. This last step may again improve the best block because top-row elements previously unused may now be included.

The advantage of this method compared with earlier ones is the availability of all reflections during the entire construction process. Moreover, several different matrices of comparable quality can be built using the same large starting matrix.

## Results and discussion

To test the matrices constructed using the new algorithm, a number of trials was carried out for three of the test structures given by de Graaff \& Vermin (1982), i.e. TOX, TRIGAL and GLUCOPYR. These three had proved to be the most intractable; the other two, PYROC and ISOPYROC, could be solved easily using the program described in the references.

Rather than trying to produce starting sets suitable for extension by tangent refinement, our aim now is to create a number of large starting sets with small

Table 1. A survey of the tests of the matrix construction

phase errors. The structure will then be solved by the combination of these sets into a whole (see Introduction). However, to obtain some basis for comparison, extension of the best sets obtained was tried, with results very similar to those reported earlier.

For each trial matrix 100 solutions were generated, using a random approach similar to that of Yao Jia-xing (1981): all independent phases in the matrix were assigned random values and the determinant was then maximized using the method based on the property that at the maximum the relation $\beta_{i j}-\alpha_{i j}=\pi$ should hold (de Graaff \& Vermin, 1982).
In Table 1 a summary is given, listing for each structure a few of the trials only, giving details such as average $|E|$ value, the number of unobserved reflections, the number of independent phases etc. and the phase error of the best starting set $(|E|>1 \cdot 3)$ obtained. The order $m$ of all matrices used in the tests was 20.

Some of the criteria to steer the construction process lead to conflicting constraints on this process. A useful constraint on the reflections in the top row is to impose a limit on the length of the reciprocal vector of these reflections. From Fig. 1 there is a clear optimum range of this parameter. However, Fig. 2 shows a slow monotonic decrease of the ratio between symmetry-dependent and -independent reflections as a function of the same parameter. Clearly, a suitable compromise has to be found here. For structure TRIGAL a value between 0.5 and 0.6 is optimal.

In general, a high average $|E|$ value and/or a large number of strong reflections in the matrix lead to starting sets with low phase errors. This is illustrated clearly in Fig. 3: a concentration of good matrices is found in the upper right-hand corner (large number of strong reflections, high average $|E|$ value), whereas the majority of the worst matrices are found in the left part of the figure. Obviously, a correlation exists between the number of strong reflections and the average $|E|$ value, demonstrated by the linear trend in the figure. The combination of the number of strong





Fig. 1. Number of strong reflections in a KH matrix as a function of the maximum reciprocal-vector length (vector limit) of the reflections forming the top row of the matrix. Each point in the figure represents one KH matrix constructed using the algorithm of the preceding paragraph. For each vector limit four different matrices have been generated using the criteria $\left.\left.\left.\langle | E\right|^{2}\right\rangle,\left\langle\|\left. E\right|^{2}-1 \mid\right\rangle,\left.\langle | E\right|^{3}\right\rangle$ and $\langle ||E|^{3}-1| \rangle$, as indicated in step 2 of the description of the algorithm.

Fig. 2. Ratio of the number of symmetry-dependent reflections to the number of independent reflections in a KH matrix as a function of the maximum reciprocal-vector length (vector limit) of the reflections forming the top row of the matrix. Each point represents a matrix and these matrices are the same as those used in the construction of Fig. 1.

Fig. 3. Quality $Q$ of starting sets obtained as a function of $|E|$ average and the number of strong reflections for different matrices of test structures TOX, TRIGAL and GLUCOPYR. $Q$ is defined as the number of starting-set reflections divided by the lowest $\Delta \varphi$ from the 100 maximization trials.

Fig. 4. Quality $Q$ of starting sets obtained as a function of $|E|$ average and the ratio of sym-metry-dependent and -independent reflections for different matrices of test structures TOX, TRIGAL and GLUCOPYR. $Q$ is defined as the number of starting-set reflections divided by the lowest $\Delta \varphi$ from the 100 maximization trials.
reflections and the average $|E|$ value may be used as a criterion to select those matrices which on refinement are expected to yield good phases. However, Fig. 3 shows a few matrices of high average $|E|$ value not giving good starting sets at all.

Remarkably, the number of unobserved reflections does not play a significant role. The table shows very good starting sets obtained from matrices containing a large number of unobserved reflections.

The influence of the number of symmetryequivalent reflections is not very clear. Fig. 4 contains no evidence of good matrices being found for particular values of the ratio between dependent and independent reflections only.

Clearly, the quality of the best matrices produced using the new algorithm far exceeds those from earlier attempts. For all three structures, large starting sets over 30 reflections - could be generated with very low average phase errors (see Table 1).

Although memory requirements are considerable (2-3 Mbyte), the construction algorithm is very fast. Using a MicroVAX II, the construction takes 1-3 min only.

It is interesting to note that not until the determinant was maximized did the phases of the starting set bear any relation whatsoever to the true phases. This illustrates the validity of the generalized maximum determinant rule (Tsoucaris, 1970; Karle, 1970; Heinerman et al., 1979).
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#### Abstract

The validity of least-squares procedures commonly used nowadays for the analysis of single-crystal, Xray and neutron diffraction data is examined. An improved methodology that rests on sound statistical theory is proposed and turns out to be a fruitful way to consider any crystallographic refinement. A maximum-likelihood estimation procedure is developed for Poisson regression models. Measures of the goodness of fit (other than the $R$ factor), generalized residuals and diagnostic plots are described. Confidence regions and intervals are also discussed. A set of measures of the influence of data on the fit and the parameter estimates is obtained for Poisson statistics. Finally, the effect of under or over dispersion of the data randomness with respect to a true Poisson distribution is considered and model-


independent estimates of this dispersion are discussed.

## General notation and symbols frequently used

$\eta, \theta, \ldots$ Lower case greek italics denote scalar parameters.
$\boldsymbol{\eta}, \boldsymbol{\theta}, \ldots$ Lower case greek bold denote columnvector parameters.
$Y, X, \ldots$ Upper case italics normally denote real random variables.
$y, x, \ldots$ Lower case italics normally denote observed values of real random variables (realizations).
$\boldsymbol{Y}, \boldsymbol{X}, \ldots$ Bold upper case italics normally denote column random vectors with corresponding components $Y_{i}, X_{i}, \ldots$.
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